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Abstract— For High Efficiency Video Coding (HEVC), the
R–λ scheme is the latest rate control (RC) scheme, which
investigates the relationships among allocated bits, the slope
of rate-distortion (R-D) curve λ, and quantization parameter.
However, we argue that bit allocation in the existing R–λ scheme
is not optimal. In this paper, we therefore propose an optimal bit
allocation (OBA) scheme for coding tree unit level RC in HEVC.
Specifically, to achieve the OBA, we first develop an optimization
formulation with a novel R-D estimation, instead of the existing
R–λ estimation. Unfortunately, it is intractable to obtain a closed-
form solution to the optimization formulation. We thus propose
a recursive Taylor expansion (RTE) method to iteratively solve
the formulation. As a result, an approximate closed-form solution
can be obtained, thus achieving OBA and bit reallocation. Both
theoretical and numerical analyses show the fast convergence
speed and little computational time of the proposed RTE method.
Therefore, our OBA scheme can be achieved at little encoding
complexity cost. Finally, the experimental results validate the
effectiveness of our scheme in three aspects: R-D performance,
RC accuracy, and robustness over dynamic scene changes.

Index Terms— High Efficiency Video Coding (HEVC), rate
control (RC), video coding.

I. INTRODUCTION
A. Background

DUE to the explosive increase of video data over Internet,
the bandwidth-hungry issue becomes more and more

serious. To overcome such an issue, video coding aims to save
bitrates at the cost of video quality loss. Nowadays, with high-
definition (HD) and even ultrahigh-definition (UHD) videos
being popular, efficient video coding standards are urgently
required. H.264/AVC [2], which was finalized in June 2004,
cannot meet the demand of huge data produced by HD or
UHD videos. Therefore, from 2010, Joint Collaborative Team
on Video Coding (JCT-VC) [3] devoted its effort to the next
major advance in video coding, i.e., High Efficiency Video
Coding (HEVC) [4]. HEVC standard [5] was formally final-
ized in January 2013 and approved in April 2013, doubling
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coding efficiency over the preceding H.264/AVC standard [6].
To meet the bandwidth limitation, rate control (RC) has been
taken into account for the latest HEVC standard.

In video coding, RC aims at minimizing distortion of
compressed videos with constraints on bitrate. Specifically, if
the bitrates of compressed videos are larger than the supplied
bandwidth, the extra bits will accumulate in the encoder buffer,
leading to the loss of some video frames once the buffer
overflows. On the contrary, if the bitrates are oversupplied
by the bandwidth, the bandwidth may be wasted as more
bits can be utilized to improve the compressed video quality.
In general, at a given bitrate, RC is achieved by means of
optimizing bit allocation and then mapping from allocated bits
to quantization parameter (QP). Therefore, the objective of
RC schemes in video coding is twofold.

1) Objective I: Optimal bit allocation (OBA) to achieve
minimal distortion.

2) Objective II: Accurate QP estimation to ensure
RC accuracy.

B. Related Work
RC has been extensively studied for different video coding

standards (TM5 for MPEG-2 [7], VM8 for MPEG-4 [8], and
JVT-N046 [9] for H.264). The previous RC schemes can be
mainly divided into two categories: Q-domain and ρ-domain
schemes. For Q-domain RC schemes, the relationship between
bitrate R and QP value, i.e., R–Q relationship, is worked out
in [10]–[16]. In most cases, such a relationship is modeled as a
quadratic function R = a+b/Q+c/Q2 [10]–[14], [16], where
a, b, and c are parameters related to video content. In the work
of [14], efficient bit allocation for temporal layers is achieved
by integrating a linear quality dependency model with the
R–Q and rate-distortion (R-D) models, for scalable video cod-
ing in H.264/AVC. Furthermore, besides using quadratic func-
tion as the R–Q relationship, Liu et al. [13] proposed a novel
optimal RC scheme to improve R-D performance of H.264.
In their scheme, an optimization formulation is solved to min-
imize overall distortion at given target bitrates by predicting
mean absolute difference (MAD). Recently, to implement both
R-D optimization and RC in H.264/AVC, [16] separated the
QP used for R-D optimization from that used for quantization,
by which the R–Q and distortion-quantization (D-Q) models
are correspondingly established. This way, the bitrates can
be well controlled, especially for the videos with high and
unpredictable scenes. As another way, ρ-domain RC schemes
establish the relationship between bitrate R and the per-
centage of zero-valued transformed coefficients ρ [17]–[19].
However, since HEVC adopts the flexible picture partition,
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parallel coding, and some other cutting-edge technologies, the
aforementioned Q-domain and ρ-domain schemes fail to be
implemented in HEVC. Therefore, RC schemes need to be
redeveloped in HEVC.

Toward objective II of RC for HEVC, a pixelwise unified
rate quantization scheme [20] has been proposed to allocate
bits via introducing a term bpp (i.e., bit per pixel), and
to assign QP values using a quadratic equation of target
bpp and QP. Such a scheme can be seen as a Q-domain
scheme. Further, Si et al. [21] proposed an advanced Q-domain
scheme by setting up a new R–Q relationship using the sum of
absolute transformed difference (SATD). Moreover, a feedback
strategy is developed in [21] to avoid sudden increase of QP
in poor quality regions, which may result in error propaga-
tion for the following frames. For ρ-domain RC schemes,
Wang et al. [22] established a quadratic ρ-domain rate
quantization model for HEVC RC, which utilizes special-
ized QP determination and reference picture set mechanism.
However, according to [23], the R–Q and R–ρ relationships
are hard to be precisely estimated, since various flexible coding
parameters and structures are applied in HEVC. It thus makes
the Q-domain and ρ-domain RC schemes lack in efficiency.
Fortunately, Lagrange multiplier λ [24], which stands for the
slope of R-D curve, has been investigated. The relationship
between λ and bitrate R can be better characterized in com-
parison with R–Q and R–ρ relationships. In light of the
R–λ relationship, a new scheme, namely R–λ scheme, was
proposed in [23].

Most recently, there have been many advanced RC schemes
that aim to achieve objective I of RC in HEVC. In ρ-domain,
a new RC scheme [25] was proposed to achieve optimal
hierarchical bit allocation at frame level, which relies on
a mixed Laplacian distribution, an inter-frame-dependency-
based distortion model, and an inter-frame-dependency-based
bitrate model. In the λ-domain, the SATD is utilized
in [26] and [27] to allocate target bits for the R–λ RC scheme,
instead of predicting MAD in [23]. Moreover, Li et al. [28]
proposed a brief idea of optimization formulation on bit
allocation. However, [28] does not realize OBA, since the
formulation on OBA is hard to be solved. Instead, the esti-
mated picture λ is empirically set for bit allocation. Some
advance works on R–λ relationship can also achieve objec-
tive I of HEVC RC. For example, in [29], pre-encoding
of multiple QPs proceeds to estimate the SATD–R-D rela-
tionship for the bit allocation in RC. As for the cost, it
largely increases encoding complexity due to the pre-encoding
process. Besides, Wang et al. [30] proposed a gradient based
R–lambda model, which combines gradient per pixel and bpp,
to predict frame complexity for intra-frame RC. To improve
subjective metric, an advanced R–λ work was proposed
in [31] by considering the region of interest for RC
of HEVC.

However, most existing advanced RC schemes mainly con-
centrate on objective II for estimating QP with allocated bits,
and they do not focus on objective I for OBA. To the best
of our knowledge, although some advanced works deal with
bit allocation for the R–λ scheme (see [28]), there exists no
scheme for realizing OBA for RC in HEVC.

C. Our Work and Main Contributions

In this paper, we propose an OBA scheme for coding tree
unit (CTU) level RC in HEVC, on the basis of our conference
paper [1]. Specifically, through our investigation, we found out
that the existing R–λ estimation of [23] is unable to accurately
represent R-D relationship. This inaccurate estimation cannot
achieve minimal distortion and accurate RC, which are the two
ultimate goals of (objectives I and II) for RC. Toward these
ultimate goals, we first establish a new R-D estimation, instead
of R–λ estimation, on updating bitrate, distortion, and λ, such
that more accurate relationships among them can be ensured.
Based on such estimation, we then develop a formulation on
optimizing bit allocation to each CTU. This formulation is able
to minimize distortion over the whole video frame at a given
bitrate. However, it is impractical to obtain the closed-form
solution to our optimization formulation.

Therefore, in our OBA scheme, we propose a new
method, recursive Taylor expansion (RTE) method, to obtain
the approximate closed-form solution to our formulation
via iterating the Taylor expansion. Furthermore, considering
the error between actual and target bits, we develop an
RTE-based reallocation method to optimally reassign the target
bits left for incoming CTUs. As we know, iteration always
leads to high burden on computational complexity. We thus
analyze the convergence speed of our RTE method from both
theoretical and numerical aspects. The analysis shows that
the convergence speed is indeed fast, as the approximation
error of our formulation decreases to 10−10 with no more
than three iterations.1 Note that each iteration only consumes
little computational time, as verified by our analysis. In other
words, the proposed RTE method can optimize bit allocation
with little encoding complexity cost. As a result, combin-
ing the more accurate R-D estimation, our OBA scheme is
able to optimally allocate bits with little extra complexity
cost.

To the best of our knowledge, this paper is the first work
to achieve OBA in HEVC with little extra complexity cost.
This paper is an extended version of our conference paper [1],
with extensive advance works. Specifically, the advances are
as follows. First, the R-D estimation is developed with a more
precise distortion model for RC in HEVC. Second, an optimal
bit reallocation method is proposed to improve RC accuracy
while maintaining R-D optimization. Moreover, beyond the
numerical analysis, the theoretical analysis is provided to
show the computational complexity of the proposed RTE
method and OBA scheme. The code of our OBA scheme
is available online: https://github.com/ShengxiLi/oba_scheme.
The main contributions of this paper are listed below.

1) We develop a new optimization formulation for
bit allocation with the proposed R-D estimation.
This R-D estimation, as a foundation of our OBA
scheme, contributes to both objectives I and II in RC
of HEVC.

2) We propose a new method, namely, RTE method, for
providing an approximate closed-form solution to the
optimization formulation. As a result, the OBA and

1For each iteration, only a few arithmetic operations are required.
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Fig. 1. Procedure of the existing R–λ RC scheme.

reallocation can be accomplished for RC in HEVC.
Moreover, theoretical and numerical analyses show that
little extra time is required by our scheme.

II. REVIEW ON THE R–λ SCHEME

In this section, we review the existing RC scheme [23], [28]
of HEVC, which estimates the R–λ relationship for bit alloca-
tion. The main objective of RC is allocating bits to each coding
part via rate-distortion optimization. As such, distortion of the
compressed video can be minimized at a given bitrate. Since
our scheme mainly works at CTU level, we only focus on
reviewing CTU level RC. The existing R–λ RC scheme is the
combination of [23] and [28]. Specifically, the R–λ scheme
can be divided into two stages. First, toward objective I,
target bits are allocated to each CTU using the estimated
picture λ [28]. Second, toward objective II, once target bits are
allocated, the related parameters can be calculated for yielding
QPs based on the R–λ estimation [23]. The main steps of the
existing R–λ RC scheme are illustrated in Fig. 1 and discussed
below.

The goal of bit allocation within a video frame is to
minimize overall distortion D at a given total amount of target
bits R, formulated by

min
{ri }M

i=1

D =
M∑

i=1

di s.t.
M∑

i=1

ri ≤ R (1)

where di and ri are the distortion and target bits for the
i th CTU. M is the total number of CTUs in the frame.
Given Lagrange multiplier λ, (1) can be converted to an
unconstrained optimization problem [24]

min
{ri }M

i=1

M∑

i=1

(di + λri ). (2)

Next, (2) can be solved via setting its derivative to zero

λ = −∂di

∂ri
and

M∑

i=1

ri = R, i = 1, 2 . . . M. (3)

In (3), there are M + 1 equations with M + 1 unknown
variables: λ and {ri }M

i=1. Consequently, (3) can be uniquely
solved.

For solving (3), there are many models [24], [32]–[34] to
work out the relationship between di and ri by R-D curve
fitting. However, as HEVC adopts many new features on
video coding, Li et al. [23] found that the hyperbolic
model [32], [33] performs better than other models.

Such a model can be expressed by di = ciri
−ki , where ci (>0)

and ki (>0) are fitting parameters related to the content of
the i th CTU [23]. Based on the hyperbolic model, the R–λ
estimation can be acquired

λ = −∂di

∂ri
= ci ki · (bppi · Ni )

−ki −1 = αi · bppβi
i . (4)

In (4), there exists ri = bppi · Ni for each CTU, where Ni and
bppi are the number of pixels and target bpp related to the
i th CTU. Moreover, αi = ci ki · (Ni )

−ki −1 and βi = −ki − 1
are the parameters for estimating the R–λ relationship (i.e., the
relationship between bppi and λ). In practice, αi and βi are
unknown and may be different from one CTU to another.
So, they need to be estimated for the subsequent frames after
encoding each CTU, according to its actual consumed bppi
(denoted by bppa,i ) and actual λi (denoted by λa,i ) [23].
However, the R–λ relationship cannot be accurately estimated
when updating αi and βi , since there are two variables
(αi and βi ) to be solved in a single equation of (4). In [23],
δα and δβ are introduced to estimate αi and βi during
updating

α′
i = αi + δα · ( ln λa,i − ln

(
αi bppβi

a,i

)) · αi

β ′
i = βi + δβ · ( ln λa,i − ln

(
αi bppβi

a,i

)) · ln bppa,i . (5)

In (5), α′
i and β ′

i represent the updated αi and βi for the
i th CTU; δα and δβ are parameters reflecting the updating
speed. As can be seen from (5), since δα and δβ are empirically
set, the R–λ and R-D relationships cannot be accurately
estimated by αi and βi along with the scene changes. Such
an inaccurate estimation may make the RC scheme hard to
achieve objectives I and II in HEVC. Therefore, we propose
to estimate R-D relationship in Section III-A as the foundation
of our OBA scheme.

Based on the R–λ estimation of (4) and (5), (3) can be
rewritten in the following form for bit allocation:

M∑

i=1

ri =
M∑

i=1

(bppi · Ni ) =
M∑

i=1

((
λ

αi

)1/βi

· Ni

)
= R. (6)

Unfortunately, since αi and βi are generally different among
CTUs, it is intractable to acquire the closed-form solution for λ
in (6). An approximate way [28] is to apply the estimated
picture λ (denoted by λp) in (6), which is calculated at
the frame level [23]. Then, the following equations can be
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used [28] to allocate target bits:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

bppi = ri

Ni

ri = R · ηi

/ M∑

j=1

η j

ηi =
(

λp

αi

)( 1
βi

)

.

(7)

In (7), ηi stands for the weight of the i th CTU. Recall that
R is the target bit for the whole frame.

However, since λp is not a closed-form solution to (6),
there exists

∑M
i=1 ηi · Ni �= R. To satisfy the bitrate con-

straint, the bitrates are adjusted by ηi/
∑M

j=1 η j in (7).
However, the bitrate adjustment largely degrades the

R-D performance. It is because ri = R · ηi/
∑M

j=1 η j does
not satisfy λ = −(∂di/∂ri ) in (3), so distortion minimization
of (1) cannot be achieved. Therefore, we propose an RTE
method to solve (6) with an approximate closed-form solution.
This way, the R-D performance can be improved while satisfy-
ing the bitrate constraint. Our RTE method is to be introduced
in Section IV.

At last, as illustrated in Fig. 1, once bppi is allocated for
each CTU by (7), RC can be achieved via estimating its
corresponding λi and QPi

λi = αi · bppβi
i

QPi = 4.2005 · lnλi + 13.7122. (8)

For more details about estimation of λi and QPi , refer to [23].
In summary, the bit allocation of the existing R–λ

RC scheme, which is the combination of [23] and [28], is
not an optimal one due to the following two issues.

1) The solution of αi and βi in (5) is inaccurate for
solving (4) in [23]. This issue is to be addressed
in Section III.

2) Equation (7) is an empirical solution to (4) in [28],
which is far from the closed-form solution. This issue
is to be addressed in Section IV.

III. PROPOSED R-D ESTIMATION

As we have argued in Section II, the R–λ estimation
is unable to optimally allocate bits to each CTU and pre-
cisely estimate QP. To overcome the above disadvantages,
in Section III-A we propose to estimate R-D relationship,
instead of R–λ relationship, as the foundation of our OBA
scheme. In addition, the R-D estimation enjoys the advan-
tage of reducing the gap between the target and actual bits,
compared with the R–λ estimation. Finally, to validate the
effectiveness of our R-D estimation, numerical analysis is
provided in Section III-B.

A. R-D Estimation for the Proposed OBA Scheme

Since the ultimate goal of RC is to minimize distortion di

at a given bitrate bppi , it is more reasonable to estimate
the relationship between di and bppi (i.e., R-D relationship),
instead of λi and bppi . Fortunately, after encoding each CTU,
the actual di can also be obtained, such that one more equation

is available to estimate the R-D relationship. Therefore, we
propose to use the R-D estimation for our OBA scheme, which
can be achieved by the updating of ci and ki as follows.

Combining the hyperbolic model di = cir
−ki
i and (4), the

following equations hold after encoding the i th CTU:
da,i = cir

−ki
a,i

λa,i = ci kir
−ki −1
a,i . (9)

Here, λa,i , ra,i , and da,i are the actual λ value, bits, and
distortion for the i th CTU. Note that there are two variables
(ci and ki ) to be estimated with the above two equations.
It means that after encoding the i th CTU, ci and ki can be
uniquely solved by

ci = da,i

r
−λa,i ·ra,i /da,i
a,i

and ki = λa,i · ra,i

da,i
(10)

for encoding the collocated CTUs in the following frames.
Note that for each CTU, ci and ki can be updated without any
empirical setting. Thus, our R-D estimation can be achieved
by (10) with known parameters λa,i , ra,i , and da,i for the
i th CTU. Since the updating of ci and ki is straightforward
in (10) to solve (9) rather than the gradual updating in (5),
our R-D estimation can well reflect the content of each CTU,
enhancing RC accuracy for objective II. Furthermore, based
on the straightforward updating of ci and ki , the OBA of our
OBA scheme can be achieved (to be discussed in Section IV),
thus achieving objective I of RC.

B. Analysis of the R–λ and R-D Estimations

For validating the accuracy of our R-D estimation, we have
analyzed all 16 JCT-VC standard test video sequences [35]
with the R–λ [23] and R-D estimations. In our test, the videos
were compressed by HM 14.0, with the configuration being the
same as that given in Section VI-A. Note that both hierarchical
and nonhierarchical RC were tested, with the bitrates being the
same as QP = 37, 32, 27, and 22. More details about parameter
settings are given in Section VI-A.

For comparison, we use the absolute difference between the
estimated and actual distortion for each CTU as the metric.
It is defined as

Ed,i =
∣∣∣∣
de,i − da,i

da,i

∣∣∣∣ (11)

where de,i denotes the estimated distortion of the i th CTU. It is
calculated by the actual bpp (i.e., bppi ) and its corresponding
estimation (i.e., R–λ or R-D estimation). Recall that da,i

denotes the actual distortion for the i th CTU. In our analysis,
the distortion is evaluated by mean square error (MSE).

Since the relationship between bppi and di can be directly
represented by ci and ki for our R-D estimation, the estimated
distortion is calculated by

de,i = ci bpp−ki
a,i . (12)

However, for the R–λ estimation, since αi and βi estimate
the relationship between λ and bppi , we need to convert them
to ci and ki when calculating Ed,i using (11). In [23], there
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TABLE I

COMPARISON OF DISTORTION ESTIMATION ACCURACY BETWEEN THE R–λ [23] AND R-D ESTIMATIONS
OVER ALL 16 VIDEO SEQUENCES AT HIERARCHICAL (H) AND NONHIERARCHICAL (NH) SETTINGS

exist αi = ci ki · (Ni )
−ki −1 and βi = −ki − 1, as presented

in (4). Thus, for the R–λ estimation, de,i can be calculated by

de,i = αi

(−βi − 1) · Nβi
i

· bppβi +1
a,i . (13)

Finally, Ed,i for each CTU can be obtained by (11) for both
our R-D and R–λ estimations.

Table I reports the results of averaged Ed,i of all CTUs by
our R-D and R–λ [23] estimations when compressing each
video sequence at four bitrates. It can be seen from this table
that for the R–λ scheme, the gap between the estimated and
actual distortion is extremely large, which causes Ed,i � 1.
This indicates the inaccurate R–λ estimation of distortion.
Furthermore, we can see that our R-D estimation is signifi-
cantly better than the R–λ estimation, as Ed,i < 1 for most
video sequences. Therefore, this validates the improvement
of the proposed R-D estimation in the accuracy of distortion
estimation.

IV. APPROXIMATE CLOSED-FORM SOLUTION

FOR THE OBA SCHEME

This section focuses on the OBA scheme for CTU level
RC in HEVC. Specifically, Section IV-A develops the OBA
formulation upon (6) with our R-D estimation. Unfortunately,
it is intractable to obtain the closed-form solution to this
formulation. Thus, Section IV-B utilizes Taylor expansion to
solve this formulation. Nevertheless, the Taylor expansion
solution may cause a large approximation error, resulting in
nonoptimal bit allocation. Instead, Section IV-C proposes the
RTE method, which iterates Taylor expansion to obtain an
approximate closed-form solution to optimal CTU bit alloca-
tion. At last, Section IV-D proposes to optimally reallocate the
remaining target bits after encoding each CTU based on our
RTE method. Such a reallocation is capable of reducing the
deviation between the target and actual bits of each CTU. This
way, both objectives I and II can be achieved.

A. Optimization Formulation for Bit Allocation

Based on the R-D estimation of ci and ki , we rewrite
the optimization formulation of (6) on CTU bit allocation as
follows:

M∑

i=1

ri =
M∑

i=1

(
λ

ci ki

)− 1
ki +1 =

M∑

i=1

(
ai

λ

)bi

= R (14)

where ai = ci ki and bi = (1/ki + 1). However, since bi

varies among CTUs, it is hard to derive a closed-form solution
to λ. Thus, we propose a new method, the RTE method,
to solve (14) for obtaining the OBA with little complexity
cost. Before presenting our RTE method, the Taylor expansion
solution is discussed as the basis.

B. Taylor Expansion Solution

To deal with different exponents bi in (14), we rewrite
(ai/λ)bi by utilizing Taylor expansion

(
ai

λ

)bi

= 1 + ln
( ai

λ

)

1! bi + · · · +
(
ln ai

λ

)n

n! bn
i + · · · (15)

Then, we discard the biquadratic and higher order terms in
the Taylor expansion. As a result, the following approximation
holds:
(

ai

λ

)bi

≈ 1 + ln
( ai

λ

)

1! bi +
(
ln ai

λ

)2

2! b2
i +

(
ln ai

λ

)3

3! b3
i

= −b3
i

6
ln3λ +

(
b2

i

2
+ b3

i

2
lnai

)
ln2λ

−
(

b2
i lnai + bi + b3

i

2
ln2ai

)
lnλ

+
(

1 + bi lnai + b2
i

2
ln2 ai + b3

i

6
ln3 ai

)
. (16)

Accordingly, (14) can be approximated by

R =
M∑

i=1

(ai

λ

)bi

≈ −
M∑

i=1

(
b3

i

6

)

︸ ︷︷ ︸
A

ln3λ +
M∑

i=1

(
b2

i

2
+ b3

i

2
lnai

)

︸ ︷︷ ︸
B

ln2λ

−
M∑

i=1

(
b2

i lnai + bi + b3
i

2
ln2ai

)

︸ ︷︷ ︸
C

lnλ

+
M∑

i=1

(
1 + bi lnai + b2

i

2
ln2 ai + b3

i

6
ln3 ai

)

︸ ︷︷ ︸
D

. (17)
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Applying Shengjin formula [36], the cubic equation in (17)
is worked out to obtain the estimated λ (denoted by λ̂). Note
that as 	 = F2 − 4EG > 0 in practical encoding, there
exists only one real solution for (17). Therefore, λ̂ value is
unique for OBA. When further discarding the cubic order
term, (17) becomes a quadratic equation. We found that
such a quadratic equation may have no real solution, so the
OBA via solving (17) cannot be achieved. Even when the
quadratic equation has real solutions, it is usually with two
real solutions, such that our RTE method (to be discussed
in Section IV-C) is hard to be implemented. Therefore, instead
of discarding the cubic and higher order terms, the biquadratic
and high-order terms of Taylor expansion are removed
from (17) for our OBA scheme. Then, λ̂ can be obtained as
follows:

λ̂ = e
−B−( 3√Y1+ 3√Y2)

3A

Y1,2 = B E + 3A

(
−F ± √

F2 − 4EG

2

)
(18)

where E = B2 − 3AC , F = BC − 9A(D − R), and
G = C2 − 3B(D − R). At last, given λ̂, the bit allocation
can be achieved using (14).

However, since the value of ln(ai/λ) is normally very
large in practical encoding, the truncation of higher order
terms in Taylor expansion may result in great approxi-
mation error in (17). As a result, λ̂ obtained by (18) is
not the best, so the bit allocation is not sufficiently opti-
mal. Therefore, the RTE method is proposed to recursively
implement Taylor expansion for reducing the approximation
error.

C. Recursive Taylor Expansion Solution

As discussed above, the truncation of higher order terms
in (15) may result in a large approximation error when
applying Taylor expansion in Section IV-B. In fact, the approx-
imation error depends on the decay rate of Taylor expansion,
and large decay rate leads to small approximation error. Here,
the decay rate is defined as

∣∣∣∣∣∣∣∣

(
ln

ai
λ

)n

n! bi
n

(
ln

ai
λ

)n+1

(n+1)! bi
n+1

∣∣∣∣∣∣∣∣
=
∣∣∣∣∣

n + 1(
ln ai

λ

) · bi

∣∣∣∣∣ . (19)

As seen from (19), it is possible to increase the decay
rate of Taylor expansion by reducing the value of | ln ai/λ|
(i.e., (ai/λ) → 1). To this end, we replace (ai/λ)bi by
r̃i (λ̃/λ)bi via decomposing ai , where λ̃ ((λ̃/λ) → 1) is
the pre-estimated λ of the currently compressed frame, and
r̃i = (ai/λ̃)bi is the pre-estimated target bit for the i th CTU.
Then, (14) can be rewritten as

M∑

i=1

(ai

λ

)bi =
M∑

i=1

r̃i

(
λ̃

λ

)bi

= R. (20)

Similar to (16), the following approximation on (ai/λ)bi holds:
(ai

λ

)bi = r̃i

(
λ̃

λ

)bi

= r̃i + r̃i

ln
(

λ̃
λ

)

1! bi + r̃i

(
ln λ̃

λ

)2

2! b2
i + · · · + r̃i

(
ln λ̃

λ

)n

n! bn
i + · · ·

≈ r̃i

(
1 + ln

(
λ̃
λ

)

1! bi +
(
ln λ̃

λ

)2

2! b2
i +

(
ln λ̃

λ

)3

3! b3
i

)
. (21)

According to (19), the decay rate of Taylor expansion in (21)
is |(n + 1/(ln(λ̃/λ)) · bi)|, which is much larger than the decay
rate in (15) when | ln(λ̃/λ)| 	 | ln(ai/λ)| and bi > 0.
Consequently, the approximation error of Taylor expansion can
be reduced, as proved in Lemma 1.

Lemma 1: Provided that |(n + 1/ln(ai/λ)bi )| < |(n + 1/
ln(λ̃/λ)bi )| and (ai/λ)bi = r̃i (λ̃/λ)bi , the following inequality
holds:
∣∣∣∣∣

(ai

λ

)bi − 1 − ln
( ai

λ

)

1! bi −
(
ln ai

λ

)2

2! b2
i − · · · −

(
ln ai

λ

)N

N ! bN
i

∣∣∣∣∣

>

∣∣∣∣∣r̃i

(
λ̃

λ

)bi

− r̃i − r̃i
ln
(

λ̃
λ

)

1! bi

− r̃i

(
ln λ̃

λ

)2

2! b2
i − · · · − r̃i

(
ln λ̃

λ

)N

N ! bN
i

∣∣∣∣∣ (22)

where ai > λ > 0, λ̃ > λ > 0, bi > 0, and R > 0.
Proof: See Appendix A.

As seen from Lemma 1, the approximation error of (21)
is less than that of (17), when | ln(λ̃/λ)| < | ln(ai/λ)|.
Consider a special case that λ̃ = λ. In this case, there exists
no approximation error of (21), as ln(λ̃/λ) = 0 makes the
decay rate approach infinity. Accordingly, r̃i is the OBA for
each CTU.

Therefore, based on the third-order Taylor approximation
of (21), (20) can be rewritten as

R =
M∑

i=1

r̃i

(
λ̃

λ

)bi

≈ −
M∑

i=1

(
r̃i

b3
i

6

)

︸ ︷︷ ︸
A′

ln3λ

+
M∑

i=1

r̃i

(
b2

i

2
+ b3

i

2
lnλ̃

)

︸ ︷︷ ︸
B ′

ln2λ

−
M∑

i=1

r̃i

(
b2

i lnλ̃ + bi + b3
i

2
ln2λ̃

)

︸ ︷︷ ︸
C ′

lnλ

+
M∑

i=1

r̃i

(
1 + bi lnλ̃ + b2

i

2
ln2 λ̃ + b3

i

6
ln3 λ̃

)

︸ ︷︷ ︸
D′

. (23)

Finally, λ̂, as the estimated solution of λ to (23), can be
obtained with A, B , C , and D replaced by A′, B ′, C ′, and D′
in (18). Note that λ̂ acquired from (23) is with less approxi-
mation error than that from (17).
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Fig. 2. Overall procedure of the RTE method.

Next, it is possible to further reduce the approximation
error of (23) by making λ̃ close to the best λ. However, it
is impossible to obtain the best λ in practical encoding, as the
best λ is a variable to be solved. Thus, there is a chicken-and-
egg dilemma between λ̃ and the best λ. In fact, we can iterate
the Taylor expansion by utilizing the estimated solution λ̂ as
the input λ̃ to the next iteration. Then, the approximation error
can be reduced alongside the iterations once Lemma 2 exists.
Note that Lemma 2 requires 0 < λ̃ < λ. If λ̃ > λ > 0 at the
first iteration, its output λ̂ is smaller than λ, as pointed out by
Proposition 1. Then, for the subsequent iterations, 0 < λ̃ < λ
can be achieved, since the value of λ̃ has been replaced by
that of λ̂.

Proposition 1: Consider λ̃ > 0, λ > 0, bi > 0, λ �= λ̃, and
R > 0 for (23). If λ̂ is the solution of λ to (23), then the
following holds:

λ̂ < λ. (24)

Proof: See Appendix B.
Lemma 2: Consider λ > λ̃ > 0, bi > 0, and R > 0

for (23). When the solution of λ to (23) is λ̂, the following
inequality holds for λ̂ :

|λ̂ − λ| < |λ̃ − λ|. (25)

Proof: See Appendix C.
With iterations, our RTE method can be achieved, which is

summarized in Fig. 2. To be more specific, the RTE method
is composed of the following steps.

1) Step 1: Initialize pre-estimated λ̃ to be the picture λ.
2) Step 2: Calculate A′, B ′, C ′, and D′ of (23) with λ̃.
3) Step 3: Obtain λ̂ by solving (18).
4) Step 4: Update λ̃ by λ̂ obtained from step 3, for the next

iteration.
5) Step 5: Judge whether λ̂ meets the convergence criterion.

If satisfying the convergence criterion, go to step 6.
Otherwise, go to step 2.

6) Step 6: Apply r̂i = (ai/λ̂)bi with the above-obtained λ̂,
where r̂i is the OBA to each CTU.

Note that in practice, the picture λ is closer to the
best λ than ai . For initialization, we set the initial λ̃ as the
picture λ [23], which has been calculated for the RC at frame
level. For iteration, the convergence criterion is set to be
|∑M

i=1 r̂i − R|/R < 10−10. Normally, our RTE method is able
to converge to 10−10 approximation error, with no more than
three iterations. After three or less iterations, RTE can reduce
the difference between λ̂ and the best λ to an extremely small
range, meeting the convergence criterion. Thus, λ̂ can be seen
as the approximate closed-form solution to the best λ of (14).
As such, the bits can be optimally allocated to each CTU. More
details about the convergence analysis of our RTE method is
presented in Section V.

D. RTE-Based Bit Reallocation Method

In practical HEVC encoding, the actually consumed bits in
each CTU may be different from the target bits assigned to
this CTU. Therefore, the target bits for the incoming CTUs
should be adjusted. In the R–λ RC scheme [23], the error
between actual and target bits is compensated by averaging
it into the next several CTUs to be encoded. Such a process
is called bit reallocation. However, this reallocation method
suffers from nonoptimization when reassigning the target bits.
For more details, refer to [23].

In this section, we develop a more reasonable bit realloca-
tion method, benefiting from the OBA of our RTE method.
More specifically, for compensating the bitrate error after
encoding the i th CTU, the target bits for the incoming K
CTUs (denoted by Ti+1,i+K ) are reallocated by

Ti+1,i+K =
j=i+K∑

j=i+1

r̂ j +
⎛

⎝T̂ −
j=M∑

j=i+1

r̂ j

⎞

⎠

︸ ︷︷ ︸
bit−rate error

. (26)

In (26), T̂ is the left bit for encoding remaining CTUs in
the current frame. Recall that M means the total number of
CTUs in the frame, and r̂ j represents the optimally preal-
located target bits for the j th CTU by our RTE method in
Section IV-C. Apparently, as seen from (26), the bitrate error is
to be compensated after encoding the next K CTUs. Here, the
RTE method of Section IV-C is applied to optimally reallocate
Ti+1,i+K to the next K CTUs. Note that we follow [23] to set
K = 4, which means that bits are reassigned in the next four
CTUs. Moreover, it needs to be pointed out that due to the
fast convergence of our RTE method, the complexity increases
little when implementing our optimal bit reallocation.

In summary, when encoding a video frame, we first use
the RTE method to optimally preallocate the target bits of the
currently encoding frame. Then, to reduce the gap between
the actual and target bits for each CTU, our RTE-based bit
reallocation is applied to optimally reassign target bits to the
incoming CTUs. As a result, our OBA scheme is able to
advance the state-of-the-art RC of HEVC due to the OBA
and reallocation.

V. COMPLEXITY ANALYSIS OVER THE OBA SCHEME

For HEVC, the computational complexity is crucial. It is
thus necessary to analyze the computational complexity of
our OBA scheme. Since the RTE method is the core of our
OBA scheme, we first analyze the convergence speed of the
RTE method from both theoretical and numerical perspectives.
Then, the computational time for one frame of our OBA
scheme is provided, verifying the little extra computational
complexity cost of our OBA scheme.
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A. Theoretical Analysis

For theoretical analysis, we here investigate the difference
between λ̂ and λ alongside the iterations of our RTE method.
Recall that λ̂ is the estimated solution of λ to (14), and λ means
the best λ of (14). Thus, the difference between λ̂ and λ
reflects the convergence of our RTE method, and it can be
defined by

∣∣∣∣∣
λ̂ − λ

λ

∣∣∣∣∣ . (27)

If |λ̂ − λ/λ| → 0, it indicates that our RTE method is
convergent. As such, we take into consideration the variation
of |λ̂ − λ/λ| along with each iteration in order to analyze the
convergence speed of our RTE method.

In practice, ki > 0 of (14) varies in a small range when
encoding each video by HEVC. Therefore, we assume that bi

(0 < bi = (1/ki + 1) < 1) remains constant for simplicity.
Based on this assumption, the convergence speed of our
RTE method to solve (14) can be estimated by Lemma 3.

Lemma 3: Consider that λ̃ > 0, λ̂ > 0, λ > 0, R > 0, and
∀i , bi = l ∈ (0, 1). Recall that λ̃ is the estimated λ of (20)
before each iteration and that λ̂ is the estimated solution of λ
to (14) after each iteration. Equation (14) is the equivalent
form of (20). Then, |((λ̂ − λ)/λ/(λ̃ − λ)/λ)| decreases at a
magnitude of 10−3 after each iteration of our RTE method.

Proof: See Appendix D.
According to Lemma 3, |(λ̂ − λ)/λ| < 10−3 · |(λ̃ − λ)/λ|

holds for each iteration of our RTE method. It thus ensures that
|(λ̂ − λ/λ)| is extremely small after three iterations, quickly
approaching 0. As a result, our OBA scheme is able to obtain
the approximate closed-form solution with a fast convergence
speed.

B. Numerical Analysis

Now, we move to the numerical analysis of the conver-
gence speed of our RTE method. As discussed above, our
RTE method owns a fast convergence speed, as |λ̂ − λ/λ|
quickly approaches 0. However, the best λ of (14) cannot
be obtained in practical encoding. Fortunately, since the
solution λ̂ to (14) is unique, |∑M

i=1 (ai/λ̂)bi − R|/∑M
i=1 (ai/λ̂)bi implies the same convergence performance as

|λ̂ − λ/λ|. We thus define

Ea =
∣∣∑M

i=1

( ai

λ̂

)bi − R
∣∣

∑M
i=1

( ai

λ̂

)bi
(28)

as the approximation error of our RTE method. Once Ea = 0,
λ̂ is the exactly accurate solution to (14), i.e., the best λ.

In Fig. 3, we plot Ea versus iterations of our RTE method.
From this figure, we can see that Ea decreases to below 10−10

with no more than three iterations. This is also in accordance
with the theoretical analysis above, implying the fast conver-
gence speed of our RTE method.

C. Computational Complexity
Finally, the computational complexity of our OBA scheme is

discussed in this section. As analyzed above, the RTE method,

Fig. 3. Average values and standard deviations of approximation error Ea
for each iteration of our RTE method. Note that the results of two randomly
selected video sequences are provided, and similar results can be found in
other sequences.

which is the core of our OBA scheme, is able to converge
within three iterations. In the following, the computational
time for one iteration of the proposed RTE method is first esti-
mated. Then, based on such estimated computational time, the
computational complexity for our OBA scheme is analyzed.

As mentioned in Section IV-C, the computational complex-
ity of the RTE method is independent of the video contents
during bit allocation and reallocation. Thus, we have recorded
the computational time for one iteration of our RTE method
on a randomly selected video sequence. The computer used
for the test is with Intel Core i7-4770 CPU at 3.4 GHz and
16 GB RAM. Through the test, we found out that one iteration
of our RTE method only consumes around 0.0015 ms for
each CTU. Since it takes at most three iterations to acquire
the approximate closed-form solution, the computational time
for each solution is up to 0.0045 ms.

Our OBA scheme consists of two parts: bit allocation and bit
reallocation. For bit allocation, the OBA scheme only requires
three iterations, thus costing up to 0.0045 ms for one frame.
For bit reallocation, the OBA scheme takes at most 2.3 ms
for all 510 CTUs of each 1080p video frame, since each
CTU consumes at most 0.0045 ms for three iterations of our
RTE method. For a video frame, 2.3 ms consumed by our
OBA scheme is negligible, in comparison with the encoding
time of HM 14.0. We further found from the experimental
results that less than 0.01‰ extra encoding time is required
when introducing the OBA scheme for RC in HM 14.0. Even
for real-time encoding, the total computational time of our
OBA scheme for one frame is much less than 16.67 ms (the
requirement of real-time encoding on 1080p @60 Hz videos).
Note that in practical encoding, one or two iterations for
most CTUs are enough to obtain the approximate closed-form
solution. Thus, the computational time of our scheme for each
frame is even much less than 2.3 ms.2 This implies that our
scheme is practicable in real-time encoding. In summary, our
OBA scheme has an extremely low approximation error for
all CTUs, with little extra computational complexity cost.

VI. EXPERIMENTAL RESULTS

In this section, the experimental results are presented to
validate the effectiveness of our OBA scheme. Specifically,
all 16 video sequences from JCT-VC test set [35] are com-
pressed by HEVC with and without RC for comparison. In the
experiments, our OBA scheme is compared with the default

2It needs to be pointed out that only around 12% CPU is used for encoding
a video sequence by HM 14.0 with our OBA scheme, which is far from being
fully occupied.
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TABLE II

KEY PARAMETERS FOR VIDEO CODING

RC scheme of HM 14.0,3 in which the state-of-the-art R–λ
scheme [23] is combined with [28]. In fact, [28] advances the
bit allocation of the RC scheme [23] by adopting the weight ηi

derived from the R–λ model. Note that the frame/group of
pictures (GOP) level bit allocation in our OBA scheme is the
same as [28], which is the default setting of HM 14.0.

Details about the parameter setting are presented in
Section VI-A. In Section VI-B, we compare the R-D per-
formance of our and R–λ schemes in terms of the objec-
tive quality, subjective quality, and Bjontegaard distortion
rate (BD rate) for the evaluation of objective I. The assessment
on bitrate error at CTU, frame, and video levels is introduced
in Section VI-C for the evaluation on objective II. In addition,
we evaluate the robustness of our OBA scheme on com-
pressing videos with dynamic scene changes. The results are
provided in Section VI-D. Finally, to verify the effectiveness
of our optimal bit reallocation, Section VI-E compares our
schemes with and without optimal bit reallocation in terms
of R-D performance and RC accuracy.

A. Parameter Setting

In our experiments, all 16 video sequences from
classes B, C, D, and E of test set [35] and one additional video
sequence with scene changes were chosen for evaluation.
All these sequences were encoded with full frames at their
default frame rates. Moreover, the way we chose target
bitrates was the same as that of [23]. To be more specific,
we first encoded each video sequence at fixed QPs, i.e.,
non-RC encoding for HM 14.0. The fixed QPs were 37,
32, 27, and 22 to ensure enough varying range of quality
for compressed videos. Then, the actual bitrates used for
compressing the video sequences at four fixed QPs were set
as the target bitrates for both our and R–λ schemes. This
way, the efficiency of our OBA scheme is evaluated in a more
reasonable way with the compressed video sequences ranging
from low quality to high quality.

Furthermore, the low-delay IPPP structure, which is the
common case in practical applications [23], was chosen
for comparison by using the HM default configuration file
encoder_lowdelay_P_main.cfg. Note that both hierarchical
and nonhierarchical encoding were involved in our experiment.
Some of the key parameters related to our experiments are
listed in Table II. Other parameters were set by default.

B. R-D Assessment

In this section, we concentrate on the assessment of
R-D performance for both our OBA and existing R–λ
schemes [23], [28] in terms of objective quality, BD rates,
and subjective quality.

3The latest HM 16.0 adopts the same RC as that of HM 14.0.

TABLE III

Y-PSNR INCREASE OF OUR OBA SCHEME OVER THE R–λ
SCHEME [23], [28] FOR ALL 16 VIDEO SEQUENCES

For objective quality assessment, we tested all 16 video
sequences from JCT-VC test set [35]. Table III presents the
overall quality improvement of our OBA scheme over the
R–λ scheme in terms of the Y-PSNRs (peak signal to noise
ratio) averaged over all 16 test sequences. In this table, the tar-
get bitrates were set to be the actual bits obtained by compress-
ing the same sequences at fixed QP values with non-RC HEVC
encoding. The QP values are 37, 32, 27, and 22, as reported in
the first column of Table III. As can be seen from this table,
in comparison with the R–λ scheme, our OBA scheme offers
better averaged Y-PSNRs on compressing all 16 sequences
at different bitrates for both nonhierarchical and hierarchical
encoding. It can be further observed that this improvement can
be stably achieved on almost all compressed videos.

Moreover, the overall R-D comparison between our and
R–λ schemes is evaluated in terms of BD rate. Table IV reports
the averaged BD-rate saving of our OBA scheme over the
R–λ scheme for compressing all 16 video sequences at four
bitrates. It is worth pointing out that these four bitrates
correspond to those of non-RC HM 14.0 with QP values
being 37, 32, 27, and 22. From this table, we can see that
compared with the R–λ scheme, our OBA scheme is able to
save on average 6.0% and 5.2% BD rates in nonhierarchical
and hierarchical encoding, respectively. We also tabulate in
Table IV the BD-rate saving of our OBA scheme over non-
RC HM 14.0. We can see that our scheme suffers about 3.8%
BD-rate loss when introducing RC for nonhierarchical HEVC
encoding. This is probably because hierarchical QPs are
applied to the non-RC encoding, whereas nonhierarchical
scenario is set in our OBA scheme with the gain on bit smooth-
ness. However, the gap between RC and non-RC encoding
is significantly reduced in our OBA scheme, in comparison
with the R–λ scheme. More importantly, for hierarchical
encoding, our scheme outperforms both non-RC and R–λ RC
schemes. It is worth pointing out that our RC scheme, which
enables RC in HEVC, even has a 2.7% BD-rate saving over
non-RC HEVC.

In addition, we present details about the R-D curves of
four video sequences, which are selected from all 16 video
sequences. Similar results can be found for other video
sequences. Figs. 4 and 5 show the R-D curves of our OBA,
the R–λ [23], [28], and non-RC schemes in both hierarchical
and nonhierarchical settings. In these figures, the distortion
is evaluated in terms of Y-PSNR. It can be seen that the
R-D performance of our OBA scheme is superior to that
of the R–λ scheme, especially at low bitrates. For example,
when encoding Fourpeople with nonhierarchical setting, there
is 0.33 dB Y-PSNR increase at 226 197 bps and 0.40 dB
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TABLE IV

BD-RATE SAVING OF OUR OBA SCHEMES WITH AND WITHOUT THE OPTIMAL BIT REALLOCATION OVER THE R–λ [23], [28]
AND NON-RC SCHEMES ON HM 14.0, AVERAGED OVER ALL 16 VIDEO SEQUENCES

Fig. 4. R-D curve comparison between our OBA, R–λ, and non-RC schemes on compressing four video sequences with nonhierarchial HEVC encoding.
(a) Kimono (1080p). (b) Fourpeople (720p). (c) BQMall (480p). (d) BlowingBubble (240p).

Fig. 5. R-D curve comparison between our OBA, R–λ, and non-RC schemes on compressing four video sequences with hierarchial HEVC encoding.
(a) Kimono (1080p). (b) Fourpeople (720p). (c) BQMall (480p). (d) BlowingBubble (240p).

improvement at 434 966 bps, whereas only 0.19 dB
enhancement of Y-PSNR can be achieved at 2 438 860 bps.
This allows our OBA scheme to be more practical in visual
communication in which the bandwidth is always limited.
Besides, one may observe from Fig. 5 that our OBA scheme
has even better R-D results than non-RC when compressing
video sequences with hierarchical setting. Again, this implies
the potential application of the proposed OBA scheme in the
non-RC scenario.

Finally, we move to the assessment on subjective visual
quality. We show in Fig. 6 the subjective quality of some
video sequences compressed by HM 14.0 with our OBA and
the existing R–λ schemes. Obviously, there exists evident
visual quality improvement of our OBA scheme over the
R–λ scheme.

C. RC Accuracy

Now, we move to the evaluation of the RC accuracy. In this
section, the RC accuracy is evaluated at CTU, frame, and the
video levels in terms of bitrate error [23] and normalized root
mean square error (NRMSE) [30].

1) CTU Level: At CTU level, the RC accuracy of our
scheme is evaluated by bitrate error. We here adopt Eb,i to
evaluate bitrate error of the i th CTU

Eb,i =
∣∣∣∣
ri − ra,i

ri

∣∣∣∣ (29)

which represents the absolute difference between the target and
actual bits for each CTU. Recall that in (29) ri and ra,i stand
for the target and actual bits for the i th CTU, respectively.
Then, the Eb,i averaged over all CTUs of compressed videos
at four bitrates is reported in Table V. From this table, we can
see that our OBA scheme has much smaller values of Eb,i than
those of the R–λ scheme for all video sequences. This verifies
the superior performance of our scheme on RC accuracy at
the CTU level. This is also in accordance with the results
of Table I, which validates that our scheme can better estimate
R-D relationship to achieve more accurate RC. Note that
although the bitrate errors are dramatically reduced in our
scheme, such errors are not sufficiently small, especially for
the hierarchical scenario. Efforts on further reducing the bitrate
errors are an interesting future work.

2) Frame Level: Apart from the bitrate accuracy at
CTU level, the bit fluctuation at frame level is another compo-
nent in evaluating the RC accuracy. To evaluate bit fluctuation,
Fig. 7 compares the actual encoding bits per frame or per
GOP between our OBA and the state-of-the-art R–λ schemes.
Clearly, we can find from this figure that our scheme is far
more steady than the R–λ scheme in controlling the encoding
bits of HEVC at frame level. Next, we further assess the bit
fluctuation via NRMSE from the aspect of the gap between
actual and target bits at frame level. It is important to point out
that in HEVC, the target bits are always smooth for each frame
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Fig. 6. Subjective quality comparison for our OBA and R–λ [23], [28] schemes. Note that we show the 18th decoded frame of Fourpeople compressed
at 226 197 bps in nonhierarchical setting and the 13th decoded frame of Kimono compressed at 588 306 bps in hierarchical setting. (a) R–λ scheme [23], [28].
(b) Our OBA scheme.

TABLE V

COMPARISON OF RC ACCURACY AT CTU LEVEL BETWEEN THE R–λ [23], [28] AND OUR SCHEMES OVER ALL

16 VIDEO SEQUENCES AT HIERARCHICAL (H) AND NONHIERARCHICAL (NH) SETTINGS

in nonhierarchical encoding and for each GOP in hierarchical
encoding. Therefore, the gap between target and actual bits at
frame or GOP level can be calculated to reflect the smoothness
of bit costs. Here, such a gap can be quantified via NRMSE,
which measures the root mean square error between target and
actual bits for each frame. In this paper, we follow the method
of [30] to calculate NRMSE by

NRMSE = 1

R̄act

√∑Fr
f =1(R f

act − R f
tar)

2

Fr
(30)

where Fr denotes the total number of frames, and R̄act is
the actual bits average over all Fr frames. In addition,
R f

act and R f
tar stand for the actual and target bits for the

f th frame, respectively. Note that a small value of NRMSE
indicates slight difference between the actual and target bits
for all video frames.

Table VI tabulates the averaged NRMSE results of com-
pressing all 16 test video sequences on HM 14.0 platform
with our OBA and the R–λ RC schemes. We can find that
our scheme has much lower NRMSE than the R–λ scheme.
It clearly reveals that our OBA scheme is capable of making
the actually consumed bits closer to the target bits for each
frame/GOP.

3) Video Level: At video level, Table VIII presents the
bitrate errors of compressing four sequences by HEVC with

TABLE VI

NRMSE COMPARISON OF OUR OBA AND THE R–λ [23], [28]
SCHEMES WHEN COMPRESSING ALL 16 VIDEO SEQUENCES

TABLE VII

COMPARISON OF RC ACCURACY AT VIDEO LEVEL OF OUR OBA AND

THE R–λ [23], [28] SCHEMES WHEN COMPRESSING
ALL 16 VIDEO SEQUENCES

our and the R–λ RC schemes. Similar results can be found
for other video sequences. Generally speaking, in comparison
with the R–λ scheme, due to our R-D estimation, our OBA
scheme is capable of more precisely controlling encoding
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TABLE VIII

RESULTS OF HEVC ENCODING BITRATE ERROR FOR OUR OBA AND THE R–λ [23], [28] RC SCHEMES

Fig. 7. Bit fluctuation of our OBA and the R–λ schemes [23], [28]. For
nonhierarchical encoding, actual bits per frame are shown. For hierarchical
encoding, actual bits per GOP are shown. Similar fluctuation results can be
found for other encoded video sequences.

bitrates for both nonhierarchical and hierarchical settings.
In addition, we tabulate in Table VII the averaged bitrate errors
of compressing all 16 sequences. One can see that the averaged
bitrate errors in our OBA scheme are dramatically reduced for
both nonhierarchical and hierarchical encoding.

D. Robust Test on Scene Change Videos

In this section, one additional video sequence with dynamic
scene changes, Mobisode, together with K imono, was com-
pressed to evaluate the robustness of the RC schemes. Note
that in JCT-VC test set, only K imono has dynamic scheme
changes. Since the bit fluctuation and quality deviation of

hierarchical setting are larger than those of nonhierarchical
setting, Table IX shows the R-D performance of our OBA
and the R–λ schemes for the hierarchical encoding. Similar
results can be found for the nonhierarchical setting. From
this table, we can see that the proposed OBA scheme has
0.20 dB Y-PSNR improvement on average over the existing
R–λ scheme. This improvement is even higher than 0.15 dB,
which is the averaged improvement over the 16 video
sequences in the JCT-VC test set. It implies that our scheme is
robust on quality improvement for videos with dynamic scene
changes.

In addition, as can be seen from Table IX, the RC error
of our scheme is largely reduced, i.e., from 3.9‰ to 0.35‰.
We further show in Fig. 8 the maps of bitrate errors from
the 139th to 142nd frames of K imono, in which scene
change occurs. This figure shows that the bitrate errors of our
scheme can be assumed to small values within three frames
after the scene change. On the contrary, in the conventional
R–λ scheme, the bitrate errors for the next three frames remain
at large values. It implies that the straightforward updating
on the ci and ki of our R-D estimation can adjust to scene
change at a faster speed than the gradual updating of the
R–λ estimation. Therefore, our scheme is able to quickly adapt
to video content when the scene changes, thus being robust to
various video sequences.

In summary, our OBA scheme is able to obtain a stable
and even better performance on the R-D performance and RC
accuracy when compressing the videos with dynamic scene
changes.

E. Evaluation of the Proposed Bit Reallocation Method

It is necessary to evaluate the performance of our optimal
bit reallocation method, which is adopted in our scheme. Since
there exists a difference between the target and actual bitrates
when encoding each CTU, the optimal bit reallocation is
developed in our scheme to ensure RC accuracy. Here, we
report in Table X the averaged bitrate errors of our OBA
scheme with and without bit reallocation. From this table, we
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Fig. 8. Maps of bitrate errors of Kimono for our OBA and the R–λ schemes at 1 195 000 bps with nonhierarchical setting.

TABLE IX

RESULTS OF HIERARCHICAL ENCODING BETWEEN OUR OBA AND THE R–λ [23], [28] SCHEMES

TABLE X

COMPARISON OF BITRATE ERROR OF OUR OBA WITH (OBA) AND

WITHOUT BIT REALLOCATION (OBA W/O), AVERAGED

OVER ALL 16 VIDEO SEQUENCES

can see that the bitrate errors are greatly reduced by our bit
reallocation method. For example, when enabling bit realloca-
tion in our OBA scheme, the bitrate errors, averaged over all
16 sequences at four bitrates, decrease from 1.33 to 0.045
for nonhierarchical encoding and from 1.93 to 0.065 for
hierarchical encoding, respectively.

Next, we move to compare the R-D performance of our
OBA scheme with and without bit reallocation. The last
row of Table IV shows the averaged BD-rate saving of our
OBA scheme without bit reallocation method. From this table,
we can see that our scheme without bit reallocation has a
better R-D performance than the R–λ scheme, verifying the
effectiveness of the OBA by our RTE method. Once the
optimal bit reallocation is enabled, our OBA scheme has
more BD-rate saving for both hierarchical and nonhierarchi-
cal encoding. In general, Table IV implies that our OBA
scheme is able to maintain R-D optimization when intro-
ducing the optimal bit reallocation. On the other hand, the
RC accuracy is significantly improved by our bit reallocation
method.

In summary, our OBA scheme outperforms the state-of-the-
art R–λ RC scheme [23], [28] of HEVC in all four aspects:
1) the R-D performance is improved by OBA scheme; 2) our
OBA scheme has higher RC accuracy at CTU, frame, and
video levels; 3) our OBA scheme is more robust to scene
change videos; and 4) the optimal bit reallocation of our OBA
scheme helps in improving RC accuracy with optimization of
R-D performance.

VII. CONCLUSION

In this paper, we have proposed a new scheme, namely,
OBA scheme, to optimally allocate bits for CTU level RC
in HEVC. More specifically, we first established a novel
R-D estimation to better reflect the R-D relationship for
each CTU. This estimation contributes a lot to the OBA as well
as RC accuracy. Based on the R-D estimation, a formulation
on OBA was developed using Lagrange multiplier in distortion
minimization with a bitrate constraint. Unfortunately, it is
intractable to develop a closed-form solution to the established
formulation. Thus, the RTE method was proposed in our
OBA scheme to solve the OBA formulation. In light of
the proposed RTE method, both OBA and reallocation were
achieved for CTU level RC in HEVC. Moreover, it was
demonstrated that the convergence speed of the proposed
scheme is extremely fast, according to both theoretical and
numerical analyses. This leads to a small computational cost
for our OBA scheme. As such, OBA can be achieved in our
OBA scheme with little extra time cost. Finally, experimental
results verified that our OBA scheme outperforms the state-
of-the-art R–λ scheme for RC in HEVC from the aspects of
R-D performance, RC accuracy, and robustness on the
dynamic scene changes.
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APPENDIX A
PROOF OF LEMMA 1

For ai > λ > 0, λ̃ > λ > 0, and bi > 0, we can
acquire ((lnai/λ)n/n!)bn

i > 0 and r̃i ((lnλ̃/λ)n/n!)bn
i > 0.

Besides, |n + 1/ln(λ̃/λ)bi | > |n + 1/ln(ai/λ)bi | can be
rewritten as (n + 1/ln(λ̃/λ)bi ) > (n + 1/ln(ai/λ)bi ) > 0.
Then, according to Taylor expansion for (ai/λ)bi = r̃i (λ̃/λ)bi ,
the proof of (22) is equivalent to proving

(
ai

λ

)bi

−1 − ln
( ai

λ

)

1! bi −
(
ln ai

λ

)2

2! b2
i − · · · −

(
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)N

N ! bN
i

> r̃i

(
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)bi

−r̃i −r̃i
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(
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)

1! bi −r̃i

(
ln λ̃

λ

)2

2! b2
i −· · ·−r̃i

(
ln λ̃

λ

)N

N ! bN
i .

(31)

For the N th term, the proof can be accomplished in the
following two cases.

Case 1:
(
ln ai

λ

)N

N ! bN
i ≤ r̃i

(
ln λ̃

λ

)N

N ! bN
i . (32)

Since (n + 1/ln(λ̃/λ)bi ) > (n + 1/ln(ai/λ)bi ) > 0, the
following holds in this case for n = 0, 1, 2, 3, . . . , N − 1:
(
ln ai

λ

)n

n! bn
i =

(
ln ai
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)N

N ! bN
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λ bi
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Therefore, we have
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Case 2:
(
ln ai

λ

)N

N ! bN
i > r̃i

(
ln λ̃

λ

)N

N ! bN
i . (35)

Since (n + 1/ln(λ̃/λ)bi ) > (n + 1/ln(ai/λ)bi ) > 0, the
following holds in this case for n = N + 1, N + 2, N + 3, . . .:
(
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(36)

Thus, the inequality below can be obtained
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Therefore, taking into account the above two cases, the
following inequality exists:
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This completes the proof of Lemma 1.

APPENDIX B
PROOF OF PROPOSITION 2

Toward the Taylor expansion of
∑M

i=1 r̃i (λ̃/λ)bi in (23), we
have the following equations:
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For λ̃ > λ > 0 and bi > 0, we can obtain (ln(λ̃/λ)) ·bi > 0.
Moreover, as (λ̃/λ) > 1, there exists R >

∑M
i=1 r̃i > 0. Thus,

with (ln(λ̃/λ)) · bi > 0 and R >
∑M

i=1 r̃i > 0 in (39),
ln(λ̃/λ̂) > ln(λ̃/λ) > 0 exists, such that λ̂ < λ can be
achieved.

For λ > λ̃ > 0 and bi > 0, we have
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Then, with (39), the following inequality exists:
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Moreover, seeing λ̂ and λ as variable x , the inequality (41)
can be analyzed by
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The function of (42) monotonously decreases to 0 along with
the increasing variable x (until x ≤ λ̃). Therefore, we can
obtain that λ̂ < λ by combining (41) and (42).

This completes the proof of Proposition 2.

APPENDIX C
PROOF OF LEMMA 3

Since λ̂ is the solution of λ to the third-order Taylor
expansion of

∑M
i=1 r̃i (λ̃/λ)bi , the following equation

exists:
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In fact, 0 < (λ̃/λ)bi < 1 holds for 0 < λ̃ < λ and bi > 0.
Besides, there exists R = ∑M

i=1 r̃i (λ̃/λ)bi in (43). Therefore,∑M
i=1 r̃i > R can be obtained.
Next, assuming that λ̂ ≤ λ̃, we have ln(λ̃/λ̂) ≥ 0. Due

to
∑M

i=1 r̃i > R, ln(λ̃/λ̂) ≥ 0, and bi > 0, the following
inequality holds:
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which is contradictory to (43). Therefore, it can be proved that
λ̃ < λ̂. Then, combining with Proposition 1, λ̃ < λ̂ < λ can
be worked out. As a result, |λ̂ − λ| < |λ̃ − λ| exists.

This completes the proof of Lemma 3.

APPENDIX D
PROOF OF LEMMA 4

Since r̃i = (ai/λ̃)bi and ri = (ai/λ)bi , we can obtain
r̃i = ri · (λ/λ̃)bi . Then, the following Taylor expansion for∑M

i=1 r̃i (λ̃/λ)bi = R holds for (20) by discarding its fourth

Fig. 9. Relationship between ((λ̂ − λ)/λ/(λ̃ − λ)/λ) and (λ̂ − λ/λ).

and higher order terms:
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Since ∀i , bi = l ∈ (0, 1) and
∑M

i=1 ri = R, there exists∑M
i=1 r̃i =∑M

i=1 ri · (λ/λ̃)bi = R · (λ/λ̃)l .
Next, we rewrite (45) as
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Solving the above cubic equation, we obtain

λ̂ = λ̃ · e
1+2( 3√Y1+ 3√Y2)

l (47)

where
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With (47), the relationship between (λ̃ − λ/λ) and
(λ̂ − λ/λ) is plotted in Fig. 9. From this figure, it can
be observed that for each iteration, the reduction of
|((λ̂ − λ)/λ/(λ̃ − λ)/λ)| is able to reach the magnitude
of 10−3.

This completes the proof of Lemma 4.
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rate-quantization model for multi-level rate control,” IEEE J. Sel. Topics
Signal Process., vol. 7, no. 6, pp. 1112–1123, Dec. 2013.

[21] J. Si, S. Ma, and W. Gao, “Efficient bit allocation and CTU level rate
control for High Efficiency Video Coding,” in Proc. PCS, Dec. 2013,
pp. 89–92.

[22] S. Wang, S. Ma, S. Wang, D. Zhao, and W. Gao, “Quadratic
ρ-domain based rate control algorithm for HEVC,” in Proc. IEEE
ICASSP, May 2013, pp. 1695–1699.

[23] B. Li, H. Li, L. Li, and J. Zhang, “λ domain rate control algorithm for
High Efficiency Video Coding,” IEEE Trans. Image Process., vol. 23,
no. 9, pp. 3841–3854, Sep. 2014.

[24] G. J. Sullivan and T. Wiegand, “Rate-distortion optimization for video
compression,” IEEE Signal Process. Mag., vol. 15, no. 6, pp. 74–90,
Nov. 1998.

[25] S. Wang, S. Ma, S. Wang, D. Zhao, and W. Gao, “Rate-GOP based rate
control for High Efficiency Video Coding,” IEEE J. Sel. Topics Signal
Process., vol. 7, no. 6, pp. 1101–1111, Dec. 2013.

[26] J. Si, S. Ma, S. Wang, and W. Gao, “Laplace distribution based CTU
level rate control for HEVC,” in Proc. VCIP, 2013, pp. 1–6.

[27] H. Sun, S. Gao, and C. Zhang, “Adaptive bit allocation scheme for
rate control in High Efficiency Video Coding with initial quantization
parameter determination,” Signal Process., Image Commun., vol. 29,
no. 10, pp. 1029–1045, 2014.

[28] B. Li, H. Li, and L. Li, Adaptive Bit Allocation for R-Lambda Model
Rate Control in HM document JCTVC-M0036, Apr. 2013.

[29] L. Deng, F. Pu, S. Hu, and C.-C. J. Kuo, “HEVC encoder optimization
based on a new RD model and pre-enoding,” in Proc. PCS, 2014,
pp. 1–4.

[30] M. Wang, K. N. Ngan, and H. Li, “An efficient frame-content based
intra frame rate control for High Efficiency Video Coding,” IEEE Signal
Process. Lett., vol. 22, no. 7, pp. 896–900, Jul. 2015.

[31] S. Li, M. Xu, X. Deng, and Z. Wang, “Weight-based R-λ rate control
for perceptual HEVC coding on conversational videos,” Signal Process.,
Image Commun., vol. 38, pp. 127–140, Oct. 2015.

[32] M. Dai, D. Loguinov, and H. Radha, “Rate-distortion modeling of
scalable video coders,” in Proc. IEEE ICIP, vol. 2. Oct. 2004,
pp. 1093–1096.

[33] S. Mallat and F. Falzon, “Analysis of low bit rate image transform
coding,” IEEE Trans. Signal Process., vol. 46, no. 4, pp. 1027–1042,
Apr. 1998.

[34] T. Wiegand and B. Girod, “Lagrange multiplier selection in hybrid video
coder control,” in Proc. IEEE ICIP, vol. 3. Oct. 2001, pp. 542–545.

[35] F. Bossen, Common Test Conditions and Software Reference Configura-
tions, document JCTVC-G1200, Nov. 2011.

[36] S. Fan, “A new extracting formula and a new distinguishing means on
the one variable cubic equation,” Natural Sci. J. Hhainan Teach. College,
vol. 2, no. 2, pp. 91–98, Dec. 1989.

Shengxi Li (M’14) received the bachelor’s degree
from Beihang University, Beijing, China, in 2014,
where he is currently pursuing the master’s degree
in 2016.

His current research interests include rate distor-
tion theory and perceptual video coding.

Mr. Li was the recipient of Beihang Gold Medal in
2013, which is the highest award for undergraduates
in Beihang University, and also was the recipient of
Top 10 Postgraduates Award in 2016, which is the

highest award for postgraduates in Beihang University

Mai Xu (M’10) received the B.S. degree from
Beihang University, Beijing, China, in 2003, the
M.S. degree from Tsinghua University, Beijing,
in 2006, and the Ph.D. degree from Imperial College
London, London, U.K., in 2010.

He was a Research Fellow with the Electri-
cal Engineering Department, Tsinghua University,
from 2010 to 2012. Since 2013, he has been with
Beihang University as an Associate Professor.
He has authored over 50 technical papers in inter-
national journals and conference proceedings. His

current research interests include visual communication and image processing.

Zulin Wang (M’14) received the B.S. and M.S.
degrees in electronics engineering and the
Ph.D. degree from Beihang University, Beijing,
China, in 1986, 1989, and 2000, respectively.

He is currently the Dean of the School of
Electronic and Information Engineering with
Beihang University. He has authored or co-authored
over 100 papers and holds six patents, and published
two books in his research fields. He has undertaken
approximately 30 projects related to image/video
coding and wireless communication. His current

research interests include image processing, electromagnetic countermeasure,
and satellite communication technology.

Xiaoyan Sun (M’04–SM’10) received the
B.S., M.S., and Ph.D. degrees from the Harbin
Institute of Technology, Harbin, China, in 1997,
1999, and 2003, respectively, all in computer
science.

She has been with Microsoft Research Asia,
Beijing, China, since 2004, where she is currently
a Lead Researcher with the Internet Media Group.
She has authored or co-authored over 60 journal and
conference papers and ten proposals to standards.
Her current research interests include image and

video compression, image processing, computer vision, and cloud computing.
Dr. Sun was a recipient of the best paper award of the IEEE TRANSACTIONS

ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY in 2009.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


